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Abstract—This paper establishes the foundational principles and practice for a unified theory of arbitrary information management by disclosing systems, devices and methods for the management of substrates or biological substrates. In this context, a substrate is any aspect of any entity that is capable of responding to or emitting stimuli irrespective of whether the stimuli actually emanate from any aspect of the entity or not. Management of substrates could be achieved through the management of stimuli that modulate or moderate or influence any aspect of the substrate as well as through the management of any stimuli emanating from the substrate. The results enable a wide range of novel applications in a variety of fields with far-reaching implications. For example, the functional organization of many regions of the brain including the superior temporal cortex which is believed to play a critical role in the hierarchical processing of human visual and auditory stimuli is poorly understood. It is not known precisely which layer within which region of the brain is responsible for which aspect of visual or auditory processing. Simultaneous non-invasive acquisition of bio-signals representing contributions from multiple layers of neuronal populations within the brain could provide new insights leading to the resolution of many of these outstanding issues and provide a deeper understanding of the underlying physiological processes.

Index Terms—Nature-inspired signal processing, Noninvasive Brain-Computer Interfaces, Ampullae of Lorenzini.

I. INTRODUCTION

Biological systems such as plants and animals are associated with a wide variety of signals. In this context, these signals are referred to as bio-signals and are understood to include both intrinsic signals generated by the biological system for its own purposes and extrinsic signals that can be used to manipulate selected aspects of the biological system. Plants are known to communicate using chemical signals. Ian T. Baldwin and Jack C. Schultz[1] report evidence for communication between plants mediated by phenolic compounds and suggest that an airborne cue generated by damaged plant tissue may elicit biochemical changes in neighboring plants that could have an impact on the feeding and growth of phytophagous (plant-eating) insects. In essence, damaged plants seem to generate signals that are conducive to their survival as well as induce the generation of similar signals in neighboring plants. R. Karban et. al.[2] demonstrate rigorous experimental evidence for induced resistance to herbivores in wild tobacco plants following the clipping of neighboring sagebrush, reporting that wild tobacco plants with clipped sagebrush neighbors exhibited higher levels of the putative defensive oxidative enzyme polyphenol and experienced significantly reduced leaf damage from grasshoppers and cutworms than controls. Echo-locating bats have been reported to use sonar for navigation and foraging[3-7]. Sharks and related species of fish use electro-sensory structures known as ampullae of Lorenzini for the localization of prey[8-12]. The artificial pacemaker and defibrillator are well known examples of the application of electrophysiological signals associated with the human heart[13-17]. Ultimately, in many biological systems found in nature – including the human body –, bio-signals are generated in, mediated by, and exert their influence on intracellular and/or extracellular (in the case of multi-cellular systems) structures and processes. In this regard, many studies of the electrophysiological and related characteristics of intracellular and extracellular structures and tissues have been reported in the literature and include the Hodgkin-Huxley model that gives a theoretical description of excitable membrane. The patch clamp method was introduced by Edwin Neher and Bert Sakmann and permitted the measurement of the membrane current of a single ion channel. Further refinement of the patch clamp technique allowed the determination of cell membrane capacitance and subsequently led to studies harnessing minute changes in membrane surface area to characterize secretory processes[18-31].

A wide variety of modalities are harnessed in the study of bio-signals associated with the human brain. These include, but are not limited to, positron emission tomography (PET)[32], single-photon emission computed tomography (SPECT), electroencephalography (EEG), electrocorticography (EcoG), magneto-encephalography (MEG), functional magnetic resonance imaging (fMRI) and functional near-infrared spectroscopy (fNIR). Each of these modalities has its merits and demerits when compared with the others. Electroencephalograph (EEG) and magneto-encephalograph (MEG) are remarkable in the sense that the EEG signal originates from the electrical activity of neuronal populations and can be measured directly using simple electrodes. Similarly, based on Maxwell’s equations, the electrical activity of neuronal populations yields a magnetic field that can be measured directly using a magnetometer in MEG[33, 34]. This is not the case for other modalities that rely on indirect measures of brain activity. Modern MEG devices typically utilize ultrasensitive superconducting quantum interference devices (SQUIDs)[35] arrays for the detection of the weak magnetic fields that originate from the brain’s electrical activity. The EEG has is a non-invasive technique (involving the placement of electrodes or sensors on the scalp), can be implemented at relatively low cost, imposes fewer restraints
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on the movement of the subject (allowing longer duration recordings) and has good temporal resolution – in the order

of 1 millisecond – but is hampered by low spatial resolution. The optimum electrode distance for the EEG seems to be between 10.0 mm and 50.0 mm on the basis of estimated variable brain-skull-scalp resistivity ratios and the use of the reciprocity theorem, superposition principle, lead field theorem and theoretical spatial frequency (spatial Nyquist) considerations[36-41]. Attempts to localize the sources of the EEG signals (or to solve the forward and inverse problems) typically employ large numbers of electrodes (in the order of 100 electrodes) and provide only crude estimates[42-44]. Researchers have demonstrated the feasibility of brain-computer interfaces (BCIs) based solely on noninvasively acquired EEG signals[45]. Generally, contemporary noninvasive EEG measurement systems utilize electrodes placed on the scalp with a single electrode or sensor per site. Thus for each site on the scalp, only a single signal stream – presumably representing the superposition of signal contributions of layers of neuronal populations beneath the site – is typically acquired. However, the simultaneous acquisition of distinct signals representing the contributions of different layers of neuronal populations by multiple electrodes at the same site could significantly improve the spatial resolution of the EEG, provide new insights into the underlying physiological processes and open up new avenues for the application of the EEG.

Section I has introduced this paper and provided a survey of the relevant literature. The rest of this paper is organized as follows. Section II introduces the problem definition, methodology/approach in the form of the model employed for arbitrary data management. In Section III, a bio-signal acquisition system inspired by Ampullae of Lorenzini is presented. Section IV describes the data acquisition setup. Results are presented in Section V. In Section VI, a discussion of the results is presented while Section VII contains concluding remarks and future scope while Section VIII contains references.

II. PROBLEM DEFINITION/METHODOLOGY/APPROACH: MODEL

In this model, approximations to carefully selected representative features of the source of the bio-signals are utilized for characterization and manipulation of the underlying biological system. This is illustrated in Fig. 1A which depicts an outline of the model. An environment corresponding to selected features of the source is created and a strategy that utilizes the corresponding environment for the characterization and/or manipulation of the underlying biological system is pursued. The choice of features to approximate in the corresponding environment depends on the application of the model. Similarly, the characteristics of the boundary between the source of the bio-signals and the corresponding environment created in the model depend on the features of the source and the corresponding environment.

Consider the situation where the source of the bio-signals is the human brain and the goal is the acquisition of the corresponding electroencephalography (EEG) signals with minimal or no corruption from the distortions introduced by the brain tissue, skull and scalp. Then based on this model, an environment could be created outside the brain – with a boundary comprising a conducting medium in contact with the scalp and the corresponding environment – in which approximations to the distortions are used to inform the placement of sensors in such a manner as to mitigate or eliminate the effects of the distortions. Approaches such as spatial de-convolution could be used to correct distortions in a post-acquisition step[46] but it would be more convenient to mitigate the effects of such distortions at the signal acquisition stage. Now suppose the goal is to simultaneously acquire the EEG from different depths within the brain. In this case an environment – outside the brain – that approximates the propagation delays as the signals propagate from sources within the brain to the scalp could

Fig. 1A. Outline of model. B. Distances from the boundary in a radial direction from the scalp.
be created and sensors could be positioned in the corresponding environment in a manner that would allow the simultaneous acquisition of signals from different depths within the brain. Here the boundary could also comprise a conducting medium in contact with the scalp and the corresponding environment. The following predictions can be made based on this model:

**PREDICTION I:** Since signals from sources at locations deeper in the brain are likely to reach the scalp later than signals originating from neuronal populations or brain regions closer to the scalp, sensors in the corresponding environment closer to the boundary (in a radial direction from the scalp) are likely to detect signals in which contributions from neuronal populations at deeper locations within the brain predominate. Conversely, sensors located farther from the boundary are likely to detect signals in which the contributions of neuronal populations that are closer to the boundary predominate. Referring to the illustration in Figure 1B, a sensor located at r′1 is likely to detect signals in which the contributions of neuronal populations closer to r2 predominate while a sensor located at r′2 is likely to detect signals in which the contributions of neuronal populations closer to r1 predominate.

**PREDICTION II:** Sensors placed over the same site but separated from each other (in a radial direction from the scalp, such as sensors located at r′1 and r′2 in Figure 1B) are likely to detect signals in which contributions from different levels within the brain predominate.

**PREDICTION III:** Sensors embedded directly at different levels within the brain should detect signals similar to those detected by sensors located at corresponding positions within the corresponding environment.

The first prediction (Prediction I) can be justified on the basis of the laws of electromagnetic wave propagation as the signals responsible for the EEG are electrical in nature and induce a corresponding magnetic field.

One way to verify Prediction III would be to surgically implant sensors at different depths within the brain and compare the signals acquired with the signals acquired at corresponding locations within the corresponding environment. This would be an invasive procedure.

Prediction II can be verified by demonstrating the acquisition of distinct signals from two sensors located at the same site on the scalp. The ampullae of Lorenzini-inspired bio-signal acquisition system described later in this paper is used to provide just such a demonstration.

**III. AMPULLAE OF LORENZINI-INSPIRED BIO-SIGNAL ACQUISITION SYSTEM**

This section introduces a bio-signal acquisition system inspired by ampullae of Lorenzini and based on the model described here that harnesses approximations to propagation delays as signals traverse the source to reach the boundary to facilitate the simultaneous acquisition of signals from different layers within the source. The bio-signal acquisition system comprises a grid of sensor ensembles, each sensor ensemble comprising a collection of sensors disposed on an arbitrarily shaped N-dimensional (N = 1, 2, 3, etc) surface with each sensor in contact with a suitable medium (conducting medium for applications such as EEG) which in turn is in contact with a surface associated with the source of the bio-signals.

Ampullae of Lorenzini are electoreceptive units in elasmobranchs comprising jelly-filled canals found on the head of the animal which form a system of sense organs, each of which receives stimuli from the outside environment through the dermis and epidermis. Each canal ends in groups of small bulges lined by the sensory epithelium. A small bundle of afferent nerve fibers innervates each ampulla. Although the lengths of the canals vary from species to species (even within any one fish), the pattern of distribution is approximately species specific.[8-12].

Figure 2A depicts a representative sensor ensemble with four separate co-planar electrodes labeled E1, E2, E3 and E4 and contained in a plastic (non-conducting) cylindrical casing with an inner diameter (d) of 10.0 mm and a height (h) of 37.0 mm. The cylinder was filled with a saline (NaCl)-soaked sponge medium and each of the electrodes was a stainless steel wire with a diameter of 1.1 mm. The inter-electrode distance (id) was 5.0 mm and the same for all four electrodes while the distance between the first or base electrode E1 and the boundary between the sensor ensemble and the signal source surface or scalp (ed) was 7.0 mm. For EEG data acquisition, each electrode in the ensemble was connected to one electrode – replacing the original sensor – on a wireless Emotiv EPOC headset containing 14 electrodes positioned in accordance with the international 10-20 system as shown in Figure 2B.

E1 was connected to AF3, E2 to AF4, E3 to F3 and E4 to F4. P7 and P8 served as references and were attached to the original sensors supplied with the Emotiv EPOC headset.

The Emotiv EPOC headset is supplied with a software tool named TestBench that can be used to record and store EEG data and displays an electrode contact quality map on which green indicates good contact quality, black indicates no contact, red indicates very poor contact, orange indicates poor contact, yellow indicates fair contact – and is the source of the image on which Figure 2B is based.

Canals in the ampullae could correspond to the conducting medium in Figure 2A. The sensor casing, housing or support could correspond to the sensor-containing basal region or alveoli of the ampulla. The walls of the sensor-containing basal region or alveoli of the ampullae are typically composed of high resistive or non-conducting material – as is the wall of the sensor casing in Figure 2A. As is generally the case with naturally-occurring ampullae, each ampulla contains a plurality of sensors that could be arranged in an omni-directional fashion for optimum signal coverage. It should be noted that arbitrary configurations of sensor elements are permitted by this model so such omni-directional sensor topographies could also be employed where practicable. The jelly or hydrogel that fills the canals found in ampullae could correspond to the conducting medium – a saline (NaCl)-soaked sponge in this case. As with the sensor topology, the choice of medium depends on the requirements of the specific application of the model. United States Patent Number 7567274 describes a versatile image acquisition device comprising at least one grid of one or more focusing elements disposed on an N-
dimensional and arbitrarily shaped surface, at least one grid of one or more sensor elements disposed on an N-dimensional and arbitrarily shaped surface, and optionally, at least one grid of one or more stimulus guide elements disposed on an N-dimensional and arbitrarily shaped surface, where N can be chosen to be 1, 2, 3, or any other suitable quantity[47]. The grid of sensor ensembles illustrated here differ from the sets of equivalent methods, systems and devices described in the ‘274 patent in that the sensor ensembles described here are simpler and lack the focusing elements of the ‘274 patent.

IV. DATA ACQUISITION AND ANALYSIS

IV.1 Data Acquisition

With the electrodes E1, E2, E3 and E4 replacing the original sensors at locations AF3, AF4, F3 and F4 and the reference electrodes at locations P7 and P8 attached to the original sensors, EEG data was acquired by placing the sensor ensemble illustrated in Figure 2A on a subject’s scalp at a location close to F4 on the Emotiv EPOC headset. The TestBench software supplied with the headset was used to record and store the data and ultimately convert it to text format.

IV.2 Configuration Data Analysis

What effect, if any, does the topography of the transducer ensemble have on the distinctness of the EEG or other data associated with a biological substrate recorded or generated by each of the transducers in the ensemble?

To investigate this question in the case where the transducers are configured as sensors or electrodes, the acquired EEG data could be analyzed using measures of the “electrical distance” between electrodes, the Pearson product-moment correlation coefficients between pairs of EEG signal streams corresponding to pairs of electrodes and scatter plots for electrode pairs while being cognizant of the actual spatial distances between the electrodes.

IV.2.1 Computing Correlation Coefficients

For any pair of electrodes, the Pearson product-moment correlation coefficient ($r$) can be calculated thus:

$$r = \frac{\sum_{i=1}^{n} (X_i - \overline{X})(Y_i - \overline{Y})}{\sqrt{\sum_{i=1}^{n} (X_i - \overline{X})^2} \sqrt{\sum_{i=1}^{n} (Y_i - \overline{Y})^2}}$$

where $\overline{X}$ denotes the sample mean for EEG or any other suitable type of data recorded at the first electrode, $\overline{Y}$ is the sample mean for EEG or any other suitable type of data recorded at the second electrode, and $n$ is the number of samples.

IV.2.2 Measuring Electrical Distance Using the Hjorth Laplacian

A linear approximation to the surface Laplacian can be computed using the Hjorth algorithm [51]. In the Hjorth waveform $H_i(t, N)$, the contribution to the signal from each electrode $i$ is expressed as the difference between the
time-varying potential \(P_i(t)\) and the scaled sum of the potentials \(P_j(t)\) at each of \(N\) neighboring electrodes, as expressed in the following equation:

\[
H_i(t,N) = P_i(t) - \sum_{j=1}^{N} P_j(t) W_{i-j}(N)
\]

where \(W_{i-j}\) is a weighting factor for each neighbor that is inversely proportional to the distance \(d_{i-j}\) between the electrodes.

\[
W_{i-j}(N) = \frac{1/d_{i-j}}{\sum_{k=1}^{N} 1/d_{i-k}}
\]

In the intrinsic Hjorth algorithm, the spatial distance \(d_{i-j}\) is replaced by the non-spatial “electrical distance” \(D_{i-j}\) reflecting the electrical similarity between electrodes \(i\) and \(j\). The potential difference waveform \(P_{i-j}(t)\) between two electrodes \(i\) and \(j\) is given by:

\[
P_{i-j}(t) = P_i(t) - P_j(t)
\]

The “electrical distance” can then be computed as:

\[
D_{i-j} = \frac{1}{T} \sum_{t=1}^{T} (P_{i-j}(t) - P_{i-j}(t))^2
\]

In foregoing equation for the computation of the “electrical distance”, \(P_{i-j}(t)\) is the mean potential difference waveform. This gives the temporal variance of the difference potential waveform.

According to [52], replacing the spatial distance \(d_{i-j}\) with the temporal variance of the difference potential waveform \(D_{i-j}\) yields the intrinsic Hjorth transform in the case of a single neighbor. In order to detect electrolyte bridges between electrodes, it is sufficient to limit consideration of electrical distances to the detection of the single nearest neighbor. This is equivalent to setting \(N = 1\) in the equation describing the linear approximation to the surface Laplacian that can be computed using the Hjorth algorithm [52].

V. RESULTS

V.1 Representative Sensor Ensemble (Fig. 2a)

Approximately 3 minutes of spontaneous EEG data was acquired from a subject at rest using the setup described previously. Pearson product-moment correlation coefficients were calculated and scatter plots were generated for the E1-E2, E1-E3 and E1-E4 electrode pairs. Table 1 displays the correlation coefficient and inter-electrode distance (measured from E1). Figure 3A graphically depicts the relationship between the inter-electrode distance and correlation coefficient while Figures 3B-3D show the scatter plots for the E1-E2 E1-E3 and E1-E4 electrode pairs.

Table 1: Correlation coefficients and inter-electrode distances for the E1-E2 E1-E3 and E1-E4 electrode pairs.

<table>
<thead>
<tr>
<th>Electrode</th>
<th>Coefficient</th>
<th>Distance (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>.9794</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>.9521</td>
<td>0.0</td>
</tr>
<tr>
<td>4</td>
<td>.8914</td>
<td>5.0</td>
</tr>
</tbody>
</table>

V.2 Alternative Sensor Configuration

An alternative configuration in which two sensors were placed orthogonally with a separation of 10.0 mm along the axis of the cylinder was used to mitigate the putative effects of placing electrodes on the same plane along the axis and directly above each other as shown in Figure 2A. This alternative configuration is shown in Figure 4A where the inner diameter of the containing plastic cylinder D is 10.0 mm, its height L is 20.0 mm, the height of the first electrode (SE1) – HSE1 is 2.0 mm and the height of the...
Figure 3. A. Relationship between inter-electrode distance and correlation coefficient. B. Scatter plot of EEG data for E1-E2 electrode pair. Correlation coefficient, $r = 0.9794$. C. Scatter plot of EEG data for E1-E3 electrode pair. Correlation coefficient, $r = 0.9521$. D. Scatter plot of EEG data for E1-E4 electrode pair. Correlation coefficient, $r = 0.8914$.

Figure 4. A. Alternative sensor ensemble. B. Experimental setup with alternative sensor ensemble.
Figure 5A. TestBench screenshot showing SE1-SE2 EEG data. The top and bottom brainwaves correspond to data acquired at SE1 (AF3) and SE2 (AF4), respectively. Data from the two reference locations (P7 and P8) appear in the middle of the screenshot. B. Scatter plot of EEG data for SE1-SE2 electrode pair. Correlation coefficient, $r = 0.3281$.

second electrode (SE2) – HSE2 is 12.0 mm – giving an inter-electrode distance of 10.0 mm. Figure 4B depicts a photograph of the arrangement. Using this alternative configuration with the sensor ensemble located near AF4 on the subject’s scalp, approximately 3 minutes of spontaneous EEG data was acquired from a subject at rest using the Emotiv EPOC headset with the electrodes at AF3 and AF4 attached to SE1 and SE2, respectively, while the reference electrodes were attached to the original sensors. Figure 5A is a screenshot of a portion of the resulting EEG data displayed in TestBench. The scatter plot of the data acquired at the SE1 and SE2 sensor site appears in Figure 5B. The correlation coefficient, $r$, was 0.3281.

V.3 Further Alternative Sensor Configurations

Furthermore, consider the simple but effective sensor ensemble topography contained within a cylinder that partitions the cylinder into $n$ (where $n$ is a positive integer) unique planes passing through the axis of the cylinder with each plane separated by an angle of $\pi/n$ radians from each of its nearest neighbors.

The edges of sensors or actuators (collectively transducers) in a configuration in which a single sensor or actuator or transducer is embedded in each plane of the cylinder – at a distinct height from the base – circumscribe a double helix.

One of ordinary skill in the field would appreciate that simple techniques such as the computation of the Pearson product-moment correlation coefficients, the display and inspection of scatter plots and the computation of the electrical distances between selected electrodes or sensors or actuators or transducers as well as any other suitable techniques would facilitate the comparison of the performance of this double helix topography with the referential arrangement in which sensors or actuators or transducers are stacked one above the other on a plane intersecting the axis of the cylinder.

V.4 Cylinder Partitioning

The goal is to minimize the effects of inter-electrode interference in sensor or actuator or transducer ensembles comprising multiple electrodes or sensors or actuators or transducers. In the referential topography, sensors or electrodes or actuators or transducers could be stacked one above the other in the sensor or electrode or actuator or transducer ensemble. Experimental results suggest that limiting overlap between neighboring sensors or electrodes or actuators or transducers could mitigate the effects of inter-electrode interference and lead to the acquisition (or generation) of more distinct signal streams with greater information content. Accordingly, the partitioning of the containing cylinder into unique planes passing through the axis of the cylinder is proposed. Sensors or electrodes or actuators or transducers can then be embedded in each unique plane at a distinct height from the base of the cylinder.

Figure 6 shows a top view of a containing cylinder outlining two representative planes P1 and P2. The angle between the planes is $\theta$. In Figure 7, the same arrangement is depicted as viewed from the side in three dimensions. The number of planes, $n$, is arbitrary in principle.
Figure 6. Top view of a containing cylinder outlining two representative planes P1 and P2.

Figure 7. Side view of a containing cylinder outlining two representative planes P1 and P2.

The following formula gives the inter-plane angle, $\theta$, in terms of the number of planes, n.

$$\theta = \frac{\pi}{n}$$

where $\theta$ is the inter-plane angle in radians and n is the number of planes.

An arbitrary number of transducers, m, can be embedded within each unique plane. This can be done by subdividing the plane into m separate strips and embedding a transducer in each strip as shown in Figure 8 where transducers e1, e2, ..., em are embedded in the strips, one transducer per strip.

Figure 8. m transducers embedded within a plane divided into m separate strips.

Figure 9. Configuration with a single transducer embedded in each of n separate planes at a distinct height from the base of the cylinder.

In practice, both the number of planes n and the number of strips per plane m are limited by the physical characteristics (principally the sizes) of the cylinder and transducers.

For simplicity, just one transducer could be embedded per plane with each transducer at a distinct height from the base of the cylinder. This arrangement is shown in Figure 9 in which the planes are labeled P1, P1, ..., Pn and the corresponding transducers are labeled SE1, SE2, ..., SEN. Each transducer is located at a distinct height (depicted as d1, d2, ..., dn) from the base of the cylinder. It is instructive to note that since each unique plane intersects the axis of the cylinder and contains a single transducer, the sensors overlap around the axis of the cylinder.

The regions of the transducers intersecting the surface of the cylinder in this simple configuration (one transducer per plane at a distinct height from the base of the cylinder) circumscribe a double helix as illustrated in Figure 10.
should be substantially identical\cite{16-41} with a correlation coefficient of 1.0. However, as illustrated by the results presented, distinct signal streams can indeed be obtained from sensors placed at the same site on the surface representing the source of the bio-signals. The signals acquired are likely to originate from sources located at different depths (in a radial direction) and reach the sensors at different times due to propagation delays in the intervening media. Although the Emotiv EPOC is a consumer-grade system featuring a single analogue–to–digital converter and hence only approximates parallel sampling of the electrodes, it is sufficient to simultaneously acquire distinct signals from sensors placed at the same site. The results indicate that the correlation between signals tends to decrease as the inter-electrode distance increases in the radial direction. Placing the electrodes orthogonally as shown in Fig. 4A-B resulted in a significant decrease in the correlation coefficient and made it possible to notice differences between the signals via mere visual inspection – suggesting that this could improve the amount of additional independent information that can be acquired at the same site using this arrangement.

VII. CONCLUSION AND FUTURE SCOPE

We have established the foundational principles and practice for a unified theory of arbitrary information management by disclosing systems for the simultaneous non-invasive acquisition of distinct bio-signals from different layers or depths within the bio-signal source at a single sensor site. Using invasive cortical implants, researchers obtained direct evidence for acoustic-to-higher order phonetic level encoding of speech sounds in human language receptive cortex\cite{50}. However, similar or better results – including the precise specification of which layer within the cortex is implicated in which aspect of speech sound processing – could be obtained non-invasively using our bio-signal acquisition system. Application of our results could provide new insights into the functional organization of the brain and other biological systems in which signals at different layers contribute to system behavior. Our system enables a wide range of clinical and non-clinical application domains.
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