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Abstract – The dynamic performance of smart (micro)grids depends on the proper selection of the controller gains and power-sharing parameters. This manuscript describes the control design to achieve a deadbeat desirable performance in terms of: i) Zero steady-state error, ii) Minimum rise time, iii) Minimum settling time. iv) Less than 2% overshoot/undershoot. This paper considers an Islanded microgrid system composed of two distributed generation (DG) units. Each DG unit includes three-phase pulse width modulation (PWM) inverter. The proposed controllers are proportional- integral (PI) type. The Controllers gains of the inverters and the Phase Locked Loop (PLL) parameters are designed to guarantee deadbeat dynamic performance in terms of minimal overshoot and system stability. The Particle Swarm Optimization (PSO) is used to tune the controller parameters of the current, PQ loops, and the PLL. The proposed controllers are compared with the traditional (Ziegler and Nichols), auto-tuned, and interior-point methods to shows the excellence of the proposed technique. Results authenticate and endorse the effectiveness of the proposed controllers and PLL design technique to achieve the desired deadbeat response of the study microgrid system.

Index Terms – microgrids, particle swarm optimization, distributed generation, renewable energy resources, droop control.

I. INTRODUCTION

Currently, renewable energy systems such as photovoltaic arrays (PVs), fuel cells, microturbines, small hydro-generation plants and wind energy have vast development in distributed generation (DG) systems. Several aspects are forcing this development: (1) to enhance economic profits, and reliability, and (2) to reduce environmental pollution problems and global warming gas emission [1]-[3]. A microgrid is a distribution system composed of a group of DG units and local loads. A microgrid should be able to operate either in grid-connected mode or in islanded mode [4]. Therefore, the microgrid systems must be capable to afford stable operation in both modes.

The droop characteristics of the DGs is commonly used to control the microgrid systems. The droop controls that are applied in synchronous generators and reactive power sharing can also be used in the application of PWM inverter in DGs [5]-[8]. The implementation of the droop control depends on the PWM inverter control structure. There are two main types for the PWM inverter controls for DG: active-reactive power (PQ) or voltage-frequency (VF). Each type has its droop control implementation. In PQ control the voltage-frequency (VF) droop characteristic method is used, whereas in VF control the active-reactive (PQ) droop characteristic method is used [9]-[11]. In [12] it is shown that the controller coefficient of the power-sharing and the load demand has a great effect in the low-frequency modes of operation, whereas the controller parameters of the inner and outer loop and the loop filters have an impact in medium and high-frequency damping modes.

The phase-locked loop (PLL) is employed for synchronizing the microgrid to the main grid [13], [14]. The hard off-line tuning of the PLL parameters is the major PLL obstacle. The coupling effect between the PLL and system impedance may lead to the instability issue [15]. A traditional Proportional Integral (PI) controller has been heavily applied to control the DG PWM-inverters [16]. Many research papers show that traditional PI controllers cannot survive against load changes and disturbances in large microgrids [16]-[18]. To overcome this problem, remarkable enhancement is achieved by different computational intelligent techniques, as particle swarm optimization (PSO), bacteria foraging optimization (BFO), and ant colony optimization (ACO) [19]-[22]. Such heuristic methods facilitate the design of MG control. Among them, the PSO has computational efficiency, simplicity, and robustness. So, it is selected to be used to design the microgrid controllers [23], [24].

In this paper, a robust PQ control for an islanded microgrid system against load disturbances is demonstrated. The PQ control method includes two cascade control loops and the PLL. A simple algorithm is presented to tune the parameters of two-PI controllers of the cascade control loops and PLL. To achieve good dynamic performance the maximum overshoot performance index is minimized within the tuning procedure. This mini-max optimization problem is solved using Particle Swarm Approach. The designed PI controller is compared with different tuning techniques. This paper is organized as follows: Section II describes the mathematical model of a microgrid system composed of two DGs and a local load. The PQ control method and the V/F power-sharing method is described. The problem formulation is introduced in section III. In section IV the problem is solved as a min-max optimization problem by the PSO. Comparative results between the proposed design and other tuning methods (conventional, auto tuned, and interior point optimization) is given in section V. Finally, concluding remarks on the proposed approach for controlling islanded microgrid system are specified.
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II. MATHEMATICAL MODEL

Consider two PWM inverter-based DGs feeding main load through two transmission lines and two transformers as shown in Fig. 1. Each DG PWM inverter is supposed to be connected to a dc power source (Photo Voltaic, PV). Due to an energy storage system (not shown), the dc supply can be assumed constant. The single line diagram of the proposed system is given in Fig. 2.

\[ v_{t,abc1} = L_{t1} \frac{d}{dt} i_{t,abc1} + R_{t1} i_{t,abc1} + v_{abc} \]
\[ v_{t,abc2} = L_{t2} \frac{d}{dt} i_{t,abc2} + R_{t2} i_{t,abc2} + v_{abc} \]
\[ v_{abc} = L \frac{d}{dt} i_{abc} + R i_{abc} \quad \text{(1)} \]
\[ i_{t,abc1} + i_{t,abc2} = \frac{1}{R} v_{abc} + i_{L,abc} + C \frac{dv_{abc}}{dt} \]

The abc-frame mathematical model in Eq. (1) is transformed to the dq-frame [1] to be:

\[ \frac{dv_{dq}}{dt} + j\omega v_{dq} = -\frac{1}{RC} v_{dq} + \frac{1}{C} i_{t,dq1} - \frac{1}{C} i_{t,dq2} \]
\[ \frac{d}{dt} i_{t,dq1} = -\frac{1}{L_{t1}} v_{dq} - \frac{R_{t1}}{L_{t1}} i_{t,dq1} + \frac{1}{L_{t1}} v_{t,dq1} \]
\[ \frac{d}{dt} i_{t,dq2} = \frac{1}{L} v_{dq} - \frac{R_{t2}}{L_{t2}} i_{t,dq2} \]
\[ \frac{d}{dt} i_{t,dq2} = -\frac{1}{L_{t2}} v_{dq} - \frac{R_{t2}}{L_{t2}} i_{t,dq2} + \frac{1}{L_{t2}} v_{t,dq2} \quad \text{(2)} \]

III. SYSTEM DESCRIPTION

The overall block diagram of one of the two DGs proposed system is given in Fig. 3. It consists of two parts: the first part is the \( PQ \) control of the PWM inverter-based DG system. The second part is the voltage-frequency power-sharing method. The \( PQ \) control of the PWM inverter contains two cascaded PI-controllers, the inner controller for the two-current components (\( dq \)) and the outer is for the two-power components (\( PQ \)).

A. The inner current control loop

The PWM inverter voltage in abc-frame is denoted as \( v_{abc} \), the current is given as \( i_{abc} \) and the voltage at the point of common coupling (PCC) is \( V_{abc} \). Referring to the single line diagram in Fig. (2), the dynamics of DG1 is represented by the second line in Eq. (2). Using the traditional dq-current control strategy in [7], [6], a simple controller is premeditated for the selected DG system. In this technique, the coupling between \( dq \) axes is removed by using the intermediate control signals (\( u_d \) and \( u_q \)). The control signal \( u_d \) and \( u_q \) is stated by Eq. (3) as follows:

\[ \frac{di_{t,d}}{dt} + \frac{R_{t}}{L_{t}} i_{t,d} = -\frac{1}{L_{t}} v_{d} + j\omega i_{t,q} + \frac{1}{L_{t}} v_{t,d} = u_{d} \]
\[ \frac{di_{t,q}}{dt} + \frac{R_{t}}{L_{t}} i_{t,q} = -\frac{1}{L_{t}} v_{q} - j\omega i_{t,d} + \frac{1}{L_{t}} v_{t,q} = u_{q} \quad \text{(3)} \]

The block diagram for PI-controllers of the dq current components is given in Fig. 4. The cross-coupling (\( \omega i_{t,q} \) and \( -\omega i_{t,d} \)) and the feedforward voltage terms (\( v_{d} \) and \( v_{q} \)) must be added after \( u_d \) and \( u_q \) are acquired by the controller.

B. Phase-Locked Loop (PLL)

The \( u_d \) and \( u_q \) control signals are produced from the PI controllers of dq-current components. The PWM inverter \( dq \)-axes reference voltage (\( V_{d}^{*} \) and \( V_{q}^{*} \)) can be calculated by:

\[ V_{d}^{*} = u_{d} - j\omega L_{t} i_{t,q} + v_{d} \]
\[ V_{q}^{*} = u_{q} + j\omega L_{t} i_{t,d} + v_{q} \quad \text{(4)} \]

The initiation of the \( V_{d}^{*} \) and \( V_{q}^{*} \) requires the feedforward voltages (\( v_{d} \) and \( v_{q} \)) from the PCC voltage and the cross-coupling terms (\( -\omega L_{t} i_{t,q} \) and \( \omega L_{t} i_{t,d} \)). Meanwhile, the inputs of the PWM inverter are in abc voltages, so the \( dq \)-axis voltages have to be converted into abc voltages. Since
the dq-reference frame is based on the space vector of the PCC voltage, the space vector of the PWM inverter voltage will be:

$$\tilde{V} = (V_d + jV_q)e^{j\theta} \quad (5)$$

where \(\theta\) is the PCC voltage space vector angle. The inputs to the PLL are three-phase voltages. These voltages will be converted to dq-axis voltages using the PLL angle (\(\theta_{PLL}\)). The feedback loop with the help of the PLL PI-controller is pushing the q-axis voltage to zero. Fig. 5 shows the block diagram of the PLL control loop.

![Fig. 5. Block diagram of the PLL control loop.](image)

**C. The outer PQ control loop**

It is recommended that the outer control loop of the PQ control method to be too slow compared to the inner current control loop to reveal the dynamic variations. The simplified block diagram of the outer control loop is given in Fig. 6. Since the d-axis of the dq-reference frame is aligned with the PCC voltage, the per unit real and reactive power can be given in Eq. (6), where \(V_i\) is the magnitude of the per-phase voltage of the PCC.

$$\begin{align*}
P &= V_i i_d \\
Q &= V_i i_q
\end{align*} \quad (6)$$

![Fig. 6. The outer loop block diagram for PQ-control method.](image)

**D. V/F power-sharing**

The Droop controls that are used in synchronous generators can also be applied in the PWM inverter. The V/F droop control equation can be expressed in Eq. (7) as:

$$\begin{align*}
P^* &= -\frac{1}{m}P + (\omega^* - \omega) \\
Q^* &= -\frac{1}{n}Q + (E^* - E)
\end{align*} \quad (7)$$

where \(m\) and \(n\) are the droop coefficients, The PLL is employed to obtain the PCC voltage as well as its frequency.

**IV. PROBLEM SOLUTION**

As has been shown from the previous section that we have three-PI controllers to be designed and tuned. The first controller for the inner current control loop, the second controller for the PLL and the third controller for the outer PQ control loop. Traditional techniques as Ziegler and Nichols technique can be used to determine the gains of the three-PI controllers but there is no guarantee that the obtained controllers will provide the good performance of minimal overshoot. In the proposed control system, the PSO is used to assure a robust minimal overshoot response for the three-PI controllers under different dynamic cases. To evaluate the superiority of system dynamic performance the maximum overshoot control parameter should be minimized within the tuning process. This mini-max optimization problem is resolved using PSO presented thereafter.

**A. Mini-max optimization problem**

Problem: Given the systems in Figs. 4, 5 and 6 find three PI-controllers parameters to achieve minimum overshoot response. In other words, to stabilizes these systems with minimal overshoot response over the working range. These robust minimal-overshoot controllers can be attained by solving the next mini-max optimization problem:

$$\minimize\ \{ k_p, k_i \}$$

$$= \max \left( \frac{\Delta X(t)_{\text{max}} - \Delta X_{ss}(t)}{\Delta X_{ss}(t)} \right) \ \forall \text{operating regimes} \quad (8)$$

where \(J\) stands for the worst overshoot over the operating regimes, \(\Delta X(t)_{\text{max}}\) and \(\Delta X(t)_{ss}\) represent respectively the maximum and steady-state values of the variable to be controlled in the three-control loops.

Note that selecting the maximum overshoot as a candidate for the objective function of the proposed design has several benefits. Because:(1) reducing the overshoot is equivalent to increasing the damping ratio or enhancing system stability and consequently reducing the settling time, and (2) if maximizing the damping ratio were selected instead, the resulting response will be non-oscillatory but the settling time will be large.

**B. Particle Swarm Optimization (PSO)**

The PSO is an evolutionary–based non-linear optimization method. This method is motivated by biological inspiration and is based on the natural evolution of populations to the natural selection principle of Darwin “Survival of the Fittest”. PSO is an innovative technique of optimization [23]. It is a multi-representative search technique that follows its assessment to the increasing movement of a flock of birds (representative, particle) looking for food. Each bird navigates to the search space seeking for the global minimum (or maximum) search space. The PSO technique is computationally simple as the gradient calculation is not required. Also, there is no need for the objective function to be convex. It is a stochastic method of optimization with a big number of representatives, so being stuck at a local minimum is sometimes doubtful.

While the PSO algorithm members are searching the space, two places are remembered by each member. The first is the position of the representative’s (self-best) best point. The second is the position of the best point discovered among all (group-best) representatives. The equations which handle each representative’s motion are [24]:

$$\tilde{s}_{new} = \tilde{s} + \phi \tilde{v}_{old}$$

$$\tilde{v}_{new} = \alpha \tilde{v} + \sigma (0,1)(\tilde{s}_{self-best} - \tilde{s}) + \beta r(0,1)(\tilde{s}_{group-best} - \tilde{s})$$
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where
\[ \vec{S} \] is a position vector of a single particle,
\[ \vec{v} \] is the velocity of this particle,
\( (a, b) \) are two scalar parameters of the algorithm,
\( (\omega) \) is an inertia weight,
\( r(0,1) \) is a uniform random number between 0 and 1.

The group-best is the best solution among all particles. Also, the self-best is the best solution detected by the current particle. A maximum velocity (\( \vec{v}_{\text{max}} \)) that cannot be exceeded may also be required. The parameters of the three PI controllers are adjusted by using PSO by minimizing Eq. (8). To achieve the optimization purpose, proper fine-tuning of the PSO parameters is desired [24].

C. Current controller design using PSO

Referred to Fig. 4, the two-gains \( (k_p, k_i) \) of the PI controller in the inner current control loop are adjusted by applying PSO using the objective function in Eq. (8). The closed-loop overall transfer function for the current control loop is given in Eq. (10).

\[
G_{\text{current,cl}} = \frac{s + \frac{k_i}{L_t}}{s^2 + \left(\frac{R_t + k_{ip}}{L_t}\right)s + \frac{k_i}{L_t}} \tag{10}
\]

Toward the optimization goal, a proper selection of the PSO parameters is desired [22]. Table 1 shows the parameters of PSO that provide the best results for the inner current control loop. The two-gains \( (k_p, k_i) \) of the PI controller are randomly initialized. Fig. 7a shows the global best value of the objective function against the number of iterations. The PI controller gains selected by the PSO algorithm for the minimal overshoot are given in Table 2.

D. Phase-Locked Loop controller design using the PSO

In the inner current controller loops, the \( \mu_{dq} \) control signal will be generated, while the PWM inverter \( dq \)-axis reference voltages \( V_{dq}^* \) is computed by Eq. (4). The PWM of the voltage source inverter has to be in the \( abc \)-reference frame, therefore the angle generated from the PLL \( (\theta_{\text{PLL}}) \) is used to convert the voltage signals from \( dq \)-axis to \( abc \)-reference frame as shown in Fig. 5.

The space vector of the converter voltage is given in Eq. (5). The PLL model specified in Fig. 5 is linearized and the PLL is designed to have a bandwidth of 100 Hz [25]. The PI gains designed from this bandwidth are used as an initial guess for the PLL min-max optimization function. The closed-loop overall transfer function for the PLL is illustrated in Eq. (11).

\[
G_{\text{PLL,cl}} = \frac{s + \frac{k_{ipl}}{k_{pp}L_i}}{s^2 + \frac{k_{ipl}}{L_i}s + k_{ipl}} \tag{11}
\]

The two-gains \( (k_{pp}, k_{ipl}) \) of the PI controller are randomly initialized. Fig. 7b displays the global best value of the objective function versus the number of iterations. The PI controller gains designated by the PSO algorithm for the minimal overshoot are provided in Table 2.

E. PQ controller design using PSO

The outer control loop is constructed to be very slow compared to the inner control loop to reveal the dynamic changes. Eq. (6) shows that the per unit real and reactive power in the \( dq \)-reference frame are aligned with the PCC voltage. Fig. 6 shows the outer loop block diagram for the PQ-control method. The closed-loop transfer function for the P (real power) control loop is given in Eq. (12).

\[
G_{p-c.l} = \frac{k_{pp}k_{ip}s + 1}{\frac{1}{V_{t}k_{ip}} + \frac{k_{pp}}{k_{ip}}s + 1} \tag{12}
\]

The bandwidth is \( 1/\tau \) where \( \tau = \frac{1}{V_tk_{ip}} + \frac{k_{pp}}{k_{ip}} \). The two-gains \( (k_{pp}, k_{ip}) \) of the PI controller are randomly initialized. Fig. 7c demonstrates the global best value of the objective function against the number of iterations. The PI controller gains obtained by the PSO algorithm to achieve the minimal overshoot response are presented in Table 1.

<table>
<thead>
<tr>
<th>TABLE 1: PSO PARAMETERS FOR THE THREE PROPOSED PI CONTROLLERS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PSO parameters</strong></td>
</tr>
<tr>
<td>No. of swarm birds (particles)</td>
</tr>
<tr>
<td>Particle dimension</td>
</tr>
<tr>
<td>Max. particle speed, Vmax</td>
</tr>
<tr>
<td>( a, b )</td>
</tr>
</tbody>
</table>

Note that designing the three controllers in a decoupled fashion (consequently the design of one will not affect the others) is justified because: (1) in the cascade control, the
controller of the inner current loop is designed to provide much faster response than that of the outer loop, and (2) the third controller, PQ controller, is entirely decoupled from the cascade control.

V. RESULTS

The microgrid system in Fig. 1 is implemented using the MATLAB software package. The system is consisting of two DGs. Each DG unit has its own PWM inverter as shown in Fig. 1. The parameters of the microgrid system are given in Table 3. There are three control loops in each DG unit (current loop, PQ loop, and the PLL). The PI controller is used in the three-control loops. The proposed PI tuning is compared with three tuning methods: (1) the conventional Ziegler-Nichols, (2) auto-tuning, and (3) the interior-point optimization [26]. The resulting PI using the three methods+the proposed one are given in Table 2.

A. Comparing the Proposed Design with the Conventional PI for the Three Loops

The PLL shown in Fig. 5 is designed by the proposed PI and the traditional Ziegler and Nichols. In Fig. 8, at \( t = 0.1 \) seconds, the proposed PLL is tested against the frequency of the input signal increases from \( 314 \) rad/s (50 Hz) to 628 rad/s (100Hz). It shows that the proposed PLL can correctly identify the frequency within 0.02 seconds, while the traditional PLL takes about 0.08 seconds as in the top of Fig. 8. Moreover, in the bottom part of Fig. 8, it is evident that the proposed -PLL has a minimal overshoot of 0.12% while in the traditional PLL it has 4.2% overshoot.

The PQ cascade control technique is tested against real power (\( P \)) and reactive power (\( Q \)) changes. At \( t = 0.2 \) seconds, the real power is stepped up from 0.2 pu to 1 pu, and at \( t = 0.3 \) seconds the reactive power is stepped up from 0.1 pu to 0.5 pu. Fig. 9 shows that the proposed \( PQ \) controller makes the DG output real power and reactive power track the reference with a fast and dead-beat response. The conventional PQ controller is given in the same figure to do a comparison between the two controllers. The proposed PQ-controller has a faster response with rise time \( t_r = 0.005 \) second and settling time \( t_s = 0.01 \) second, while the conventional PI has \( t_r = 0.23 \) second and \( t_s = 0.39 \) second. The proposed and the conventional PQ-controller has a \% overshoot P.O. = 0.04 \%, and 0.22 \% respectively. Moreover, the Current controller can be also tested in this case. The middle part from Fig. 8 shows how the \( dq \)-current components respond to the step changes in power in the proposed controller and the traditional one. It shows that the proposed current controller gives a dead-beat fast response compared to the conventional one.

The power-sharing between the two DG units in the microgrid is illustrated. In this case, initially the power is shared between the DG1 and DG2 equally, then each DG shares half the real power (0.05pu), while the total reactive power to the load is 0.15 pu., each DG will share 0.075 pu. At \( t = 0.5 \) s, the droop coefficients \( m_1 = \frac{n_1}{n_2} = \frac{1}{2} \), which indicates there is a load change, DG2 will take \( \frac{2}{3} \) of the power change share while the DG1 will take \( \frac{1}{3} \) of the share.

The PCC voltage is kept at 1 pu. The decrease of the load resistance from 114 \( \Omega \) (1.5 pu) to 76 \( \Omega \) (1 pu) makes the real power consumption increased from 1pu to 1.333 pu. For the 0.333 pu real power consumption change, 0.222 pu will be generated by DG2 and 0.111 pu will be generated by DG1. Therefore, the steady-state value of the real power of DG2 (\( P_2 \)) will be 0.7222 pu, and the real power of DG1 (\( P_1 \)) will be 0.6111 pu. The reactive power of DG1 (\( Q_1 \)) and DG2 (\( Q_2 \)) will be changed to 0.1 pu and 0.05 pu respectively. The system frequency (\( \Delta \omega \)) will be reduced, calculated from the droop coefficients as:

\[
\Delta \omega = \frac{\Delta P}{m_1 + m_2} = \frac{0.3333}{0.04 + 0.08} = \frac{2.775}{s} \tag{13}
\]

The above calculations are confirmed by the results shown in Fig. 10. In Fig. 11 it shows the \( V_{abc} \) at the PCC is given.

| TABLE 2: THE GAINS VALUES FOR THE THREE LOOPS - PI CONTROLLERS TUNED BY DIFFERENT METHODS |
|-----------------|-----------------|-----------------|-----------------|
| PI Controller   | Conventional tuning | Auto-Tuning | Interior point tuning | Proposed tuning |
| \( kp \)        | \( kr \)        | \( kp \)        | \( kr \)        | \( kp \)        | \( kr \)        |
| PCC control loop | 6.66 | 18949.6 | 15.66 | 1708.4 | 15.21 | 1026.6 | 27.34 | 2025.4 |
| PLL             | 4.83 | 0.019 | 10.74 | 0.059 | 24.6 | 0.0112 | 20.51 | 0.0082 |
| PQ control loop | 0.00021 | 0.532 | 0.0002 | 0.842 | 0.0084 | 3.47 | 0.0217 | 25.03 |

The proposed design is also compared with auto-tuning and interior-point techniques as follows.

B. Comparing the proposed design with the auto-tuned PI

The proposed controller is tested for active and reactive power change as in case (2) and compared with the Matlab auto-tuned PI as shown in Fig. 12. The auto tuned PI parameters for the inner current loop, PLL and PQ control loop are given in the Table 2. Fig. 12 shows that the proposed PQ controller provides the DG output real power and reactive power tracking the reference with a fast and dead-beat response. It outperforms the response using the conventional PI and auto-tuned PI.

C. Comparing the proposed design with the interior-point tuned PI

It is evident that the proposed PI outperforms the PI tuned by the interior-point method Fig. 13.
Case (1): PLL loop

Fig. 8. A Step change in the frequency of the input signal from 314 rad/s to 628 rad/s.

Case (2): PQ loop

Fig. 9. PQ control loop against step changes in real and reactive power.

Case (3): Power sharing

Fig. 10. The real and reactive power during power-sharing between the two DGs.
Fig. 11. The $V_{abc}$ at the PPC during the power-sharing between the two DGs.

Fig 12. Proposed, conventional and auto-tuned PI-PQ controllers against step change in real and reactive power.
VI. CONCLUSION

In this paper, an islanded microgrid system composed of two Distributed Generation (DG) units have been modelled, studied and evaluated. The PQ control method for microgrid system includes two cascade control loops. The outer loop is for the real and reactive powers (P and Q). The Phase-Locked Loop (PLL) has to be well designed to guarantee overall system stability. The controllers’ gains and the PLL design for the microgrid system are tuned by using Particle Swarm Optimization (PSO). The proposed objective function to be minimized has to be well designed to guarantee overall system stability. The proposed tuning with others are presented. It reveals the advantage of the proposed technique.
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